
Vol.:(0123456789)1 3

Attention, Perception, & Psychophysics 
https://doi.org/10.3758/s13414-023-02830-1

Severe processing capacity limits for sub‑lexical features of letter 
strings

Maya Campbell1 · Nicole Oppenheimer1 · Alex L. White1 

Accepted: 7 December 2023 
© The Author(s) 2024

Abstract
When reading, the visual system is confronted with many words simultaneously. How much of that information can a reader 
process at once? Previous studies demonstrated that low-level visual features of multiple words are processed in parallel, but 
lexical attributes are processed serially, for one word at a time. This implies that an internal bottleneck lies somewhere between 
early visual and lexical analysis. We used a dual-task behavioral paradigm to investigate whether this bottleneck lies at the 
stage of letter recognition or phonological decoding. On each trial, two letter strings were flashed briefly, one above and one 
below fixation, and then masked. In the letter identification experiment, participants indicated whether a vowel was present in a 
particular letter string. In the phonological decoding experiment, participants indicated whether the letter string was pronounce-
able. We compared accuracy in a focused attention condition, in which participants judged only one of the two strings, with 
accuracy in a divided attention condition, in which participants judged both strings independently. In both experiments, the 
cost of dividing attention was so large that it supported a serial model: participants were able to process only one letter string 
per trial. Furthermore, we found a stimulus processing trade-off that is characteristic of serial processing: When participants 
judged one string correctly, they were less likely to judge the other string correctly. Therefore, the bottleneck that constrains 
word recognition under these conditions arises at a sub-lexical level, perhaps due to a limit on the efficiency of letter recognition.

Keywords  Visual word recognition · Reading · Attention: divided attention and inattention · Attention: theoretical and 
computational models

Introduction

Reading is integral to our daily lives and is one of the most 
challenging tasks faced by the visual system. While a full pas-
sage of text may be presented to a reader all at once, process-
ing capacity limits on word recognition slow the comprehen-
sion of all that information (Reichle et al., 2009; White et al., 
2020; White, Boynton, et al., 2019; Yeatman & White, 2021). 
A major limiting factor is the loss of high-resolution informa-
tion as eccentricity (distance from the fovea) increases (e.g., 
Legge et al., 1997; Pelli et al., 2007; Veldre et al., 2023). As 
a result, readers must make many short saccades to fixate on 
words in a sequence (Rayner et al., 2016). But even within one 
gaze fixation, multiple words can often be perceived, and there 

has been much debate as to how those words are processed 
over time. Models of reading either assume parallel process-
ing, in which attention is divided over several words that can 
be recognized at once (Engbert et al., 2005; Snell et al., 2018), 
or serial processing, in which attention focuses sequentially on 
each word (Reichle et al., 2006).

Another line of work has investigated whether people can 
recognize just two isolated words at exactly the same time 
(White et al., 2018, 2020; White, Palmer, et al., 2019). These 
studies used a “dual-task” paradigm, in which participants 
view pairs of words that are flashed briefly and then replaced 
with postmasks that erase the words from iconic memory. In 
the “single-task” condition, participants are cued in advance 
to focus attention on just one word that they must categorize 
at the end of the trial. In the “dual-task” paradigm, the par-
ticipant is precued to attend to both words, because at the 
end of the trial they must categorize both independently. 
(In this context, “dual-task” does not mean that the par-
ticipant does two totally different tasks; rather, they must 
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make two of the same type of judgment about two stimuli, 
independently.)

The advantage of this approach is that we can directly 
compare task performance against the quantitative predic-
tions of three models of processing capacity limits that 
assume either parallel or serial processing of two stimuli. 
These models predict how accuracy is affected by attempting 
to divide attention compared with focusing on just one stimu-
lus (Scharff et al., 2011; Shaw, 1980; Sperling & Melchner, 
1978). The serial model assumes that the participant can only 
recognize one stimulus per trial because they do not have 
time to start processing the other before the postmasks have 
replaced it. When the participant is asked to judge the stimu-
lus that they did not process, they can do no better than guess. 
That causes a severe drop in dual-task accuracy compared 
with single-task accuracy, of a particular magnitude that the 
model predicts for each participant. In contrast, two standard 
parallel models propose that attention can be divided among 
multiple stimuli with either no cost to accuracy (independ-
ent parallel, unlimited-capacity model) or a modest cost 
(fixed-capacity parallel model). By calculating the difference 
between the model predictions and each individual’s task per-
formance, we can reject some models in favor of another.

In lexical decision and semantic categorization tasks, 
accuracy was so much worse in the dual-task condition 
that it supported the serial model (White et al., 2018, 2020; 
White, Palmer, et al., 2019). Moreover, there was a stimulus 
processing trade-off in the dual-task condition: accuracy 
was worse for one side when the other side was judged cor-
rectly rather than incorrectly. That is also consistent with 
the serial model. However, when participants viewed the 
same sequences of stimuli but judged the color of the letters 
rather than the meaning of the words, the dual-task deficit 
was much smaller, consistent with parallel processing of the 
surface features of the two words (White et al., 2018, 2020). 
These data imply that an internal “bottleneck” lies between 
early visual and lexical analysis.

This implication is supported by neuroimaging data that 
show early stages of visual processing are spatially parallel, 
with neurons in different parts of retinotopic cortex process-
ing information from different visual field locations simul-
taneously (e.g., White et al., 2017). Those parallel visual 
channels appear to converge in the anterior part of the visual 
word form area, a text-selective region of ventral temporal 
cortex (White, Palmer, et al., 2019). The authors concluded 
that the visual system could process two words in parallel 
until a late stage in the ventral stream.

One key question is: What types of information about writ-
ten words can be processed in parallel? Here, we used the 
dual-task paradigm to investigate the capacity limits that con-
strain two sub-lexical stages of processing letter strings. The 
first experiment targeted letter identification, a basic building 
block of word recognition. The participant’s task was to report 

the presence or absence of a vowel in a string of consonants. 
The second experiment targeted a higher level of processing: 
phonological decoding. The task was to report whether the 
letter string was pronounceable or not. This task could also 
be described as judging the orthographic regularity of letter 
strings—whether the combination of letters is like those fre-
quently encountered in real words and conforms to the rules of 
English pronunciation. In both experiments, the stimuli were 
strings of letters that did not form real words.

Method

Experiment 1

Participants  Eleven volunteers (seven female, two male, two 
nonbinary; nine right-handed; age 22.2 ± 4.7 years) with nor-
mal or corrected-to-normal visual acuity participated. Partici-
pants gave informed consent in accordance with the Declaration 
of Helsinki and Barnard College’s Institutional Review Board. 
All were native English speakers and had not been diagnosed 
with dyslexia or any other perceptual or cognitive disorder.

Equipment and stimuli  We used custom MATLAB software 
(The MathWorks) and the Psychophysics Toolbox (Brainard, 
1997; Pelli, 1997) to present stimuli on a ViewPixx 3D screen 
(VPixx Technologies). Throughout the presentation of stim-
uli, we recorded the right eye’s gaze position at 500 Hz with 
an EyeLink 1000+ video-based eye tracker.

The stimuli were presented on a white background (100 
cd/m2). The fixation mark, present throughout each trial, was 
a small black fixation cross enclosed in a black circle of 0.38 
degrees of visual angle (°) in diameter, with a white dot at 
its center. The target stimuli were five-character black letter 
strings in Courier New font, scaled such that the “x” was 
0.6° in height. The distance between the centers of neighbor-
ing letters was 0.79°, standard for that font at that size. There 
were two categories of stimuli: Vowel-absent letter strings 
contained all consonants. Vowel-present letter strings con-
tained four consonants and one vowel (a, e, i, o, or u) in any 
position. All the vowel-absent letter strings contained one 
of the following consonants that previous research has indi-
cated are visually similar to a vowel: q, j, c, n, or s (Janini 
et al., 2021). No letter strings were pronounceable, and none 
contained the letter y. Each string contained at least four 
unique letters. There were 1,651 unique letter strings of each 
category. Postmasks were strings of five black characters 
in the BACS-2 serif pseudofont created to visually match 
Courier New (Vidal et al., 2017).

Trial sequence  As shown in Fig. 1A, each trial began with a 
500-ms precue. In dual-task trials, the precue was composed 
of two green vertical lines, each 0.16° long, one above and 
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one below the screen center (inner endpoints 0.05° from 
the screen center). In single-task trials, only one of those 
two lines appeared, indicating the side (top or bottom) that 
would be postcued. After a 500-ms blank interval contain-
ing only the fixation mark, two letter strings were flashed 
for 17 ms. The strings were centered 1.5° directly above and 
below the fixation mark. Each string was equally likely to be 
drawn from either of the two categories (vowel present and 
vowel not present), independently of each other. Thus, the 
correct response for one stimulus did not predict the correct 
response for the other stimulus.

The stimuli were followed by an interstimulus interval 
(ISI) containing only the fixation mark with a duration set 
to each participant’s threshold for 80% correct with focused 
attention (for details, see Procedure). The ISI was the same 
duration in single-task and dual-task trials. Following the 
ISI, two postmasks were shown for 250 ms, centered at the 
same locations as the letter strings.

After an interval of 100 ms containing only the fixation 
mark, the postcue appeared. In single-task trials, the postcue 
was the same as the precue, indicating which stimulus the 

participant should judge. At 500 ms after the postcue, a beep 
prompted participants to respond. As soon as the subject 
pressed a response key, a 100-ms feedback tone was played: 
low pitch (180 Hz) for an incorrect response, or high pitch 
(600 Hz) for a correct response.

Dual-task trials were identical to single-task trials, except 
for the precue (which pointed to both sides) and the post-
cues, which prompted the participant to judge both letter 
strings in random order. After the postmask, the postcue 
pointed to one side (randomly selected), and the participant 
responded about the stimulus on that side. After 300 ms, 
the postcue reversed and pointed to the opposite side, and 
another beep prompted the participant to give their second 
response. Two feedback beeps were then played: one for the 
first response and one for the second response. The next trial 
began after a 1,000 ms intertrial interval (ITI).

The task was vowel detection: to report whether the post-
cued letter string contained a vowel or not, along with a 
report of confidence. The subject pressed one of four keys 
(m, <, >, ?) with their right hand when the postcue pointed 
to the bottom side, and pressed one of four keys (a, s, d, f) 

A

B

Pre-cue
500 ms

Letter strings
17 ms

Post-masks
250 ms

Blank
500 ms

Post-cue 1
until response

ISI
(threshold)

Post-cue 2
until response

Blank
100 ms

Experiment 1: 

crnfv

bqneh

No vowels

One vowel

or

Examples

Experiment 2: 

bqneh

crult

Unpronounceable

Pronounceable

or

Examples

Stimulus alternatives

Fig. 1   Stimuli and trial sequence. A Example dual-task trial 
sequence. ISI = interstimulus interval. Not shown is the 1,000-ms 
intertrial interval after the last response on each trial. Single-task tri-
als were identical, except the precue (green line) pointed to just one 
side (top or bottom), and there was only one postcue at the end of the 
trial that prompted the participant to judge just the precued side. In 

Experiment 1, the task was to report whether the letter string on the 
postcued side contained a vowel or not. In Experiment 2, the task was 
to report whether it was pronounceable or not (and all letter strings 
contained one vowel). B Stimulus alternatives that the participant had 
to distinguish between, with examples for the two tasks. (Color figure 
online)
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with their left hand when postcued to the top side. For each 
hand, the left-most key corresponded to “sure vowel absent,” 
and the right-most key to “sure vowel present.” The middle 
two keys corresponded to “guess vowel absent” and “guess 
vowel present,” respectively.

Procedure  Participants first received instructions, practiced 
the task with slower stimuli, and then ran a staircase proce-
dure to estimate their ISI thresholds. The staircase was run 
in blocks of 20 trials, alternating between single-task top 
and bottom conditions (details on staircase procedure avail-
able in White et al., 2020). During the main experimental 
blocks (20 trials each), blocks were run in a random order 
in sets of four, each set containing two dual-task blocks, one 
single-task top, and one single-task bottom. Testing sessions 
continued until each subject had completed approximately 
60 blocks (1,200 trials, 600 of which were dual task).

The ISIs were initially set to the staircase threshold esti-
mated and then adjusted to keep focused attention accuracy 
between 70% and 90% correct. Any run of four or more 
blocks within one session with an ISI that was either too 
high in single-task accuracy (>90%) or too low (<70%) was 
discarded and re-run. We ensured that the ISIs did not dif-
fer between dual- and single-task conditions in each ses-
sion. The mean ISI in usable trials was 84 ms (SEM = 7 ms, 
range: 50–121 ms).

Analysis

Trials with fixation breaks (deviations in gaze position more 
than 1° from the central point during the stimulus presenta-
tion) were excluded from analysis (16% of trials on average). 
We measured accuracy as the area under the ROC Curve 
(Ag), a signal-detection metric that takes into account the 
confidence level reported on each trial (Pollack & Hsieh, 
1969). Ag can be considered a bias-corrected proportion cor-
rect, ranging from 0.5 (guessing) to 1.0 (perfect accuracy). 
For more details, see White et al. (2020).

Throughout the text, we report bootstrapped 95% confi-
dence intervals (CIs) for average measurements. To compute 
these, we generated a distribution of 1,000 resampled means. 
Finally, we supplement our pairwise tests with Bayes factors 
(BFs), which quantify the strength of evidence. The BF is 
the ratio of the probability of the data under the alternate 
hypothesis (that two means differ) relative to the probability 
of the data under the null hypothesis (that there is no differ-
ence). A BF of 10 would indicate that the data are 10 times 
more likely under the alternate hypothesis than the null. BFs 
between 3 and 10 are regarded as substantial evidence for the 
alternate hypothesis, and BFs greater than 10 as strong evi-
dence. Conversely, BFs between 1/3 and 1/10 are considered 
substantial evidence for the null hypothesis. We computed 

BFs for pairwise t tests and analyses of variance (ANOVAs) 
using the bayesFactor toolbox by Bart Krekelberg (https://​
doi.​org/​10.​5281/​zenodo.​43944​22).

Experiment 2

All stimuli, procedures, and analysis steps were identical to 
Experiment 1, except as described here.

Participants  Ten volunteers (seven female, one male, two 
nonbinary; 10 right-handed; age 20.6 ± 1.6 years) with nor-
mal or corrected-to-normal visual acuity participated. Three 
participants also completed Experiment 1.

Stimuli and procedure  The stimulus set was composed of 
1,580 unique letter strings, half pronounceable and half 
unpronounceable (see Fig.  1B for examples). All letter 
strings in both categories contained four consonants and 
one vowel and had no meaning in English. The pronounce-
able strings were five-letter pronounceable pseudowords 
generated by the MCWord database to have bigram and tri-
gram statistics matched to real words (Medler & Binder, 
2005). The unpronounceable strings were selected from the 
“vowel present” stimulus set used in Experiment 1 and were 
unpronounceable based on the rules of English spelling. We 
then selected stimuli such that there was an equal number of 
strings with the same starting letter in each category.

The task was to report whether the postcued letter string 
was pronounceable or not. As in Experiment 1, participants 
pressed one of four keys for each postcued side. In order 
from left to right, the keys represented “sure unpronounce-
able,” “guess unpronounceable,” “guess pronounceable,” 
and “sure pronounceable”. Each subject completed approx-
imately 60 blocks (1,200 trials). The mean threshold ISI 
between the stimuli and postmasks was 66 ms (SEM = 11 
ms, range: 29–138 ms).

Results

Attention operating characteristics

The attention operating characteristic (AOC) is a plot 
that visualizes the difference in accuracy between single-
task (focused attention) and dual-task (divided attention) 
conditions. Most importantly, we can visualize the quan-
titative predictions of specific models on the same plot 
(Sperling & Melchner, 1978). Figure 2A–B shows AOCs 
constructed from mean accuracy. The horizontal axis rep-
resents accuracy for the bottom stimulus and the vertical 
axis accuracy for the top stimulus. Single-task accuracies 
are pinned to their respective axes (filled circles). Dual-
task accuracy forms a single point (open circle) in the 2-D 

https://doi.org/10.5281/zenodo.4394422
https://doi.org/10.5281/zenodo.4394422
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space. Also shown are three model predictions: all-or-none 
serial processing, fixed-capacity parallel processing, and 
independent parallel processing. Details on each model are 
available in White et al. (2020). Note that the independ-
ent parallel model (Popovkina et al., 2021) has also been 
called the “unlimited capacity” model, to distinguish it 
from the fixed-capacity model (which assumes the two 
stimuli are not processed independently because they must 
share resources).

To compare accuracy to the model predictions, we con-
structed AOCs for each individual participant (shown in 
Supplementary Fig. 1). For each subject, we calculated the 
minimum distances between their dual-task accuracy point 

and the model predictions. We then estimated whether the 
average distances were distinguishable from zero.

Experiment 1  Mean dual-task accuracy fell on top of the 
all-or-none serial processing model’s prediction (Fig. 2A). 
The average distance from the line was 0.005 (±1 SEM = 
0.031), which was not significantly above zero: t(10) = 0.47, 
p = 0.65, CI [−0.012 0.023], BF = 0.33. The average dis-
tance from the closest point on the fixed capacity parallel 
curve was 0.082 (±0.042), which was significantly different 
than zero: t(10) = 6.51, p < 10-4, CI [0.06 0.11], BF = 399. 
Thus, we reject the fixed-capacity parallel model and accept 
the serial model.

Fig. 2   Attention operating characteristics (AOCs) and stimulus pro-
cessing trade-offs. A–B AOCs constructed from mean accuracy (area 
under the ROC curve, Ag) in Experiments 1 (left) and 2 (right). We 
compare the dual-task accuracy (open symbol) with the predictions 
of three models of processing capacity limits: independent parallel, 
fixed-capacity parallel, and all-or-none serial. In both experiments, 
dual-task accuracy is significantly worse than the fixed-capacity par-
allel model and indistinguishable from the serial model. Error bars 
indicating ±1 SEM are smaller than most of the data points. C–D 

Stimulus processing trade-offs in Experiments 1 (left) and 2 (right). 
We compare accuracy in two sets of dual-task responses—those in 
which the response to the other side on the same trial was incorrect, 
and those in which the response to the other side on the same trial 
was correct. Thin gray lines connect data points from the same indi-
vidual participant. The horizontal positions of data points are jittered 
to avoid total overlap, but points from the same participant have the 
same relative jitter. The thick horizontal lines represent the means, 
with ±1 SEM error bars
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Interestingly, accuracies were not equal across the two 
sides (top vs. bottom), but the asymmetry differed across cue 
conditions—single versus dual task; interaction F(1, 40) = 
68.7, p < 10-9). In the single-task condition, accuracy was 
slightly but not significantly better on the bottom side (mean 
difference = 0.03 ± 0.05 Ag), t(10) = 2.05, p = 0.067, CI 
[0.008, 0.065], BF = 1.4). That is consistent with gener-
ally more acute vision in the lower visual field (Himmelberg 
et al., 2023). But in the dual-task condition, accuracy was 
better on the top side (mean difference = 0.12 ± 0.09), t(10) 
= 4.11, p = 0.002, CI [0.05, 0.162], BF = 21.6. Based on 
the position of each participant’s dual-task point along the 
serial model line, we could estimate this bias as a preference 
to process the top stimulus on some trials and the bottom on 
others. On average, participants processed the top stimulus 
on 74% of dual-task trials ± 3%, and the bottom stimulus 
on the remaining 26%. That is consistent with a bias to start 
“reading” from the top.

We also found that within dual-task trials, accuracy was on 
average slightly higher on the first response than the second 
response (mean difference = 0.028 ± 0.028 Ag), t(10) = 3.11, 
p = 0.011; CI [0.049, 0.013]; BF = 5.6. This raises a concern 
that the dual-task deficit could be due to a limit on memory 
rather than on stimulus encoding. To address this concern, we 
reanalyzed the data including only the first response on all dual-
task trials. The results were unchanged: We could still reject the 
fixed-capacity parallel model, but not the serial model.

Experiment 2  Mean dual-task accuracy fell on top of the all-
or-none serial processing model’s prediction (Fig. 2B). The 
average distance from the line was −0.003 (±0.01), which 
was not significantly above zero: t(9) = 0.27, p = 0.79, CI 
[−0.022, 0.016], BF = 0.32. The average distance from the 
closest point on the fixed capacity parallel processing curve 
was 0.089 (±0.012), which was significantly different than 
zero: t(9) = 7.23, p < 10-4, CI [−0.112, −0.067], BF = 526. 
As in Experiment 1, therefore, we reject the parallel models 
and accept the serial model.

The asymmetries across sides were not as strong as in 
Experiment 1, but they did interact with cue condition, F(1, 
36) = 5.08, p = 0.03. Accuracy was equivalent across sides 
in the single-task condition, t(9) < 1, p = 0.97, CI [−0.04, 
0.04], BF = 0.31, and tended to be better on the top in the 
dual-task condition (mean difference = 0.07 ± 0.11), t(9) = 
1.94, p = 0.08, CI [0.01, 0.13], BF = 1.2. According to the 
placement of each dual-task point along the serial model 
prediction line, participants processed the top stimulus on 
an average of 66% of trials (±6%), and the bottom stimulus 
on the remaining 34%. That is again consistent with a bias 
to process the top stimulus when both stimuli cannot be pro-
cessed simultaneously (as when reading a list from top to 
bottom). But that bias can be voluntarily counteracted when 
the bottom stimulus is cued as the single focus of attention.

As in Experiment 1, accuracy on dual-task trials was 
slightly higher for the first response than second response 
(mean difference = 0.021 ± 0.034 Ag), but not significantly 
so, t(9) = 1.83, p = 0.10; CI [0.00, 0.043]; BF = 1.05. When 
we re-analyzed the data including only the first response on 
all dual-task trials, we again came to the same conclusion: 
the serial model fits the data best.

Stimulus processing trade‑offs

The all-or-none serial processing model assumes that only 
one stimulus can be processed per trial and no information 
about the other stimulus is acquired. With the assumption 
that the participant processes the top stimulus on some dual-
task trials and the bottom stimulus on others, the model pre-
dicts a negative correlation between the accuracies of the 
two responses on each trial. Therefore, the participant is 
more likely to be correct about one side when they are incor-
rect about the other side. That is called a “stimulus process-
ing trade-off” (White et al., 2018, 2020), and is predicted by 
the same serial model that predicts the diagonal line on the 
AOC (Fig. 2A–B). Note that this serial model assumes that 
the participant never processes two stimuli in the same trial.

To estimate the stimulus processing trade-off for each par-
ticipant, we sorted all the dual-task responses into two sets, 
one in which the response to the other side on the same trial 
was correct, and one in which the response to the other side 
on the same trial was incorrect. Then we compared accuracy 
(Ag) in those two sets of trials. In prior work, we have found 
this analysis to be more sensitive than simply computing the 
correlation coefficient between response accuracies, in part 
because Ag is a measure of accuracy that corrects for bias. 
See White et al. (2018).

Experiment 1  Figure 2C shows that accuracy in the dual-
task condition was significantly higher when the response 
for the other stimulus was incorrect compared with when 
the response for the other stimulus was correct. The mean 
difference (in units of Ag) was 0.040 (±0.01), t(10) = 4.51, 
p = 0.001, CI [0.024, 0.059], BF = 37. This result supports 
the serial model.

Experiment 2  Figure 2D shows that on average, the stimulus 
processing trade-off was as large as in Experiment 1, but 
it was not quite statistically significant because there was 
more variability across participants. The mean difference 
was 0.044 (±0.02), t(9) = 2.15, p = 0.06, 95% CI [−0.003 
0.074], BF = 1.54.

To integrate data from both experiments, we fit a linear 
mixed-effects model that predicted accuracy as a function of 
experiment (1 vs. 2) and accuracy for the other stimulus on 
the same trial (correct vs. incorrect). There was a main effect 
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of the other side’s accuracy, F(1, 38) = 16.8, p < 0.001, BF 
= 169, which did not differ across experiments, F(1, 38) = 
0.03, p = 0.85, BF = 0.27. Thus, the stimulus processing 
trade-off is a robust phenomenon.

We can also compare these effects to the predictions of 
the serial model and fixed-capacity parallel model, and to 
prior experiments. Figure 3 plots dual-task accuracy on trials 
when the other side was judged incorrectly on the x-axis, and 
accuracy when the other side was judged correctly on the 
y-axis. The prediction of the fixed-capacity parallel model is 
the dashed line with slope = 1 (no effect). The prediction of 
the all-or-none serial model is the solid black line, simulated 
for a range of single-task accuracy levels. See the Appendix 
of White et al. (2020) for details of this simulation.

Figure 3 shows that as the task gets easier overall, the 
stimulus processing trade-off effect predicted by the serial 
model gets larger. Specifically, the model’s prediction devi-
ates further from the identity line as we move from left to 
right; as single-task discriminability increases, there is a 
bigger accuracy loss on dual-task trials when the other side 
is judged correctly. This is because we are assessing the 
difference between not processing a stimulus at all (because 
the other side got processed) and processing it as well as 
possible. That difference creates a bigger trade-off effect in 
the data as the discriminability of each individual stimulus 
increases, meaning that the probability of a correct response 

increases for stimuli that do get processed. (The probability 
of a correct response for stimuli that did not get processed 
is always 0.5.) In contrast, when each stimulus is harder to 
perceive (even with focused attention), the difference in the 
probability of a correct response between stimuli that do 
get processed and stimuli that do not get processed at all is 
smaller, thus the serial model predicts a smaller stimulus 
processing trade-off.

Mean data from the current study are the purple and green 
circles. These stimulus processing trade-offs are not quite 
as large as predicted by the serial model, but clearly deviate 
from the parallel model. Also shown are data from three 
different tasks collected in White et al. (2020): a lexical 
decision task, a semantic categorization task, and a color 
detection task. The data points for the present study (vowel 
and pronounceability task) are similar to those from the lexi-
cal task. Given the consistently serial result on the AOCs 
(Fig. 2A–B), we predict that had the tasks been slightly 
easier (e.g., with slightly bigger font, perhaps), the stimu-
lus processing trade-offs would have been larger (as in the 
semantic task, represented by the orange square).

Given that the serial model predicts a small negative 
stimulus processing trade-off (at this level of overall accu-
racy), we consider the AOCs to be a more powerful analysis. 
In the AOCs, the serial model predicts a very large effect 
(of dividing compared with focusing attention) that can be 
distinguished from parallel models with greater statistical 
power. That is in fact what we found: the dual-task defi-
cit was consistent with the serial model and ruled out both 
parallel models. The stimulus processing trade-offs provide 
converging evidence.

Congruency effects

In the final analysis, we investigate how the response to one 
side depends on the stimulus that was on the other side. This 
was a planned analysis that we have applied to several pre-
vious experiments (White et al., 2018, 2020). “Congruent” 
trials are those in which the stimuli on both sides belong to 
the same category, so the same response would be correct 
for both sides. “Incongruent” trials are those in which the 
two stimuli belong to different categories, and the correct 
responses are different. In general, we expect higher accu-
racy on congruent trials (Eriksen & Eriksen, 1974; White 
et al., 2020). We analyzed these two sets of trials and fitted 
them with linear mixed-effect models, with cue condition 
(single-task vs. dual-task) as an interacting fixed effect. The 
results are in Supplementary Fig. S2.

Experiment 1  There was no main effect of congruency, F(1, 
40) = 1.66, p = 0.20, BF = 0.36, nor interaction with cue 
condition, F(1, 40) = 1.28, p = 0.26, BF = 0.46.

Fig. 3   Stimulus processing trade-offs compared with model pre-
dictions and other tasks. Mean accuracy in the dual-task condition 
according to whether the response to the stimulus on the other side 
was incorrect (x-axis) versus correct (y-axis). The dotted diagonal 
line is the prediction of the fixed-capacity parallel model (no trade-
off). The curved solid line is the prediction of the all-or-none serial 
model, generated by varying single-task discriminability. The data 
points labeled “2020 study” are from White et al. (2020)
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Experiment 2  The congruency effect was larger in Experi-
ment 2 than in Experiment 1, and statistically significant, 
F(1, 36) = 26.2, p = 10-5, BF = 2725. It did not vary across 
cue conditions, F(1, 36) = 0.04, p = 0.84, BF = 0.29. The 
mean congruency effect was 0.06 in Ag units (in both single- 
and dual-task trials).

Higher accuracy on congruent trials could arise for at 
least two reasons. The first is “cross-talk” that occurs while 
two stimuli are processed in parallel (Logan & Gordon, 
2001). The second is selection errors: the participant either 
fails to attend to the precued stimulus, or confuses the two 
stimulus locations and reports what was presented at the 
side opposite the postcue (Palmer & Moore, 2009). Such 
selection errors have no effect on congruent trials but cause 
errors on incongruent trials.

The congruency effect in Experiment 2 is somewhat sur-
prising. There should be zero congruency effect if the serial 
model is a valid approximation, and participants success-
fully attend to the precued side on every trial. The deficit of 
about 0.06 Ag on incongruent trials could arise if, on roughly 
7% of single-task trials, participants attended to and reported 
the wrong side. The congruency effect in dual-task trials 
could arise if participants confuse the sides in about 10% of 
trials. That is not implausible.

Discussion

We investigated the processing capacity limits that constrain 
letter identification and pronounceability judgments when 
attention is divided over two letter strings. We found large 
costs of dividing attention in both tasks, supporting the 
all-or-none serial processing model. For all individual par-
ticipants, accuracy in the dual-task condition was so much 
worse than in the single-task condition that it best matched 
the serial model’s prediction (see Fig. S1). Also, accuracy 
for each side was impaired on trials when the other stimulus 
was judged correctly (although that was not quite statisti-
cally significant in Experiment 2). Both results support the 
existence of a bottleneck that allows letter identification and 
phonological decoding to occur for only one letter string at 
a time.

The large cost of dividing attention is likely due to the 
limited amount of time available to process each letter string. 
Postmasks controlled the amount of time available to process 
stimuli by clearing iconic memory after the ISI. A previous 
study without postmasks demonstrated results consistent 
with fixed-capacity parallel processing in a semantic search 
task (Scharff et al., 2011). One interpretation is that when 
visual information is presented for long durations or lin-
gers in iconic memory, participants can process two stim-
uli sequentially within the span of one trial. For a related 

discussion in the context of object recognition, see a recent 
study by Popovkina et al. (2021).

Altogether, these results are remarkably similar to pre-
vious dual-task experiments with semantic categorization 
and lexical decision tasks (White et al., 2018, 2020; White, 
Palmer, et al., 2019). See also Johnson et al. (2022) for con-
sistent evidence using a partially valid cueing paradigm. 
Two prior dual-task studies also found performance con-
sistent with the parallel model when the task was to judge 
the color of the letters (colored vs. gray) rather than word 
meaning (White et al., 2018, 2020). That is evidence that 
the capacity limits for written words vary depending on the 
depth of processing required by the task.

In the experiments presented here, which also required 
participants to process the letter strings at a sub-lexical 
level, we could have found performance consistent with 
parallel processing. We did not, and therefore conclude 
that the processing capacity limit constrains the ability to 
recognize individual letters within strings, and to judge the 
pronounceability or orthographic regularity of the strings. 
This suggests that focused attention is required for semantic 
categorization, letter identification, and phonological decod-
ing of written words.

An important question is whether the two tasks utilized 
here tap into sub-lexical processes also involved in recog-
nizing whole words, and thus inform at which stage of word 
recognition the “bottleneck” arises. Letter identification is a 
necessary step to word recognition (Pelli et al., 2003). The 
vowel detection task (Experiment 1) was designed to assess 
how well letters can be identified in two strings at once. 
While vowel detection per se is probably not a required pro-
cess for higher-level word recognition tasks, this task serves 
as a proxy for the more general function of letter identifica-
tion. Similarly, our pronounceability task was a proxy for 
phonological processing that is known to play a role in word 
recognition (Grainger et al., 2016). Nonetheless, according 
to the “dual-route” model of word recognition (Coltheart 
et al., 2001) skilled readers can extract semantic information 
directly from familiar visual word forms without an interme-
diate stage of phonological decoding. That may mean that 
phonological judgements are not relevant for skilled read-
ing. That said, our phonological task essentially required the 
participant to judge the orthographic regularity or legality of 
letter strings (e.g., crult vs. crtul). Orthographic regularity 
is how well a letter string conforms to the statistical regu-
larities of letter combinations, which impacts the print-to-
sound mapping. Reading behavior and word recognition per-
formance are sensitive to orthographic regularity (Chetail, 
2017; Radach et al., 2004). Thus, we argue that these tasks 
are informative as to the capacity limits in word recognition, 
but additional work on this question is necessary.

Another possible limitation of our study arises from the 
fact that the letter strings were not words (which we chose 
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to isolate sub-lexical processes). The word superiority effect 
shows that letters within words are reported more accurately 
than letters in nonwords (Riecher, 1969; Wheeler, 1970). This 
effect could be due to feedback connections between word 
representations and letter representations. An interesting 
question for future research is whether such interactive repre-
sentations allow for parallel processing of letter identification 
if the stimuli were words rather than nonword letter strings.

We also acknowledge that the conditions in this study 
clearly differed from natural reading. English readers make a 
sequence of left-to-right saccades to place successive words 
in the high-resolution fovea (Rayner, 2009). In this study, 
participants fixated on a central point between two letter 
strings that were arranged vertically. It is possible that the 
reading circuitry is adapted to favor a horizontal flow of 
text. Thus, the capacity limit in these particular tasks may 
be less severe if the letter strings were placed to the left and 
right of fixation.

The position of our stimuli, above and below fixation, also 
affects what links we can draw between these behavioral data 
and an fMRI study that recorded activity in sub-regions of the 
“visual word form area” (VWFA) while participants made 
semantic judgments of words positioned left/right of fixation 
(White, Palmer, et al., 2019). While activity in the anterior 
VWFA subregion was consistent with serial processing of 
one word at a time (as was task accuracy), activity in poste-
rior VWFA was consistent with parallel processing of the two 
words. If we believe that the posterior VWFA processes letter 
strings at a sub-lexical level (Vinckier et al., 2007; Wool-
nough et al., 2021), then we would predict performance in the 
letter identification task—and perhaps even the phonological 
task—to be consistent with parallel processing as well. But 
that may only be the case when the stimuli are positioned 
left and right of fixation. That is a topic of future research. 
We note, however, that our present results are consistent with 
a more naturalistic experiment conducted by Reichle et al. 
(2008): Participants searched lists of words arranged hori-
zontally (as in typical text), and were free to move their eyes. 
When the targets were specific letters, words with a specific 
rhyme, or words belonging to a semantic category, search 
times increased steeply as the number of words increased. 
Like the results we presented above, these data were consist-
ent with serial processing of words for identifying letters and 
phonemes, as well as meaning.

In sum, we conclude that the bottleneck that constrains 
word recognition—at least under the specific conditions we 
have tested—occurs at a sub-lexical level. We found that 
attention must be focused in order to efficiently process letter 
strings even for sub-lexical tasks that require identification 
of parts of a word rather than the whole word itself. Future 
work is needed to determine at what stage, “below” the level 
of letter identification, the capacity limit arises, and to apply 
these questions to conditions more like natural reading.
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